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Abstract
This report aims to summarize the fundamental concepts of Artificial Intelligence (AI), and to provide a non-exhaustive 
overview of AI applications in dental imaging, comprising diagnostics, forensics, image processing and image reconstruction. 
AI has arguably become the hottest topic in radiology in recent years owing to the increased computational power available 
to researchers, the continuing collection of digital data, as well as the development of highly efficient algorithms for machine 
learning and deep learning. It is now feasible to develop highly robust AI applications that make use of the vast amount of 
data available to us, and that keep learning and improving over time.
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Introduction

Due to the recently increased development of artificial intel-
ligence (AI) applications in all branches of society, it has 
now become a hot topic in radiology [1], seeing that both 
industry, academia and clinicians are recognizing the tre-
mendous potential of AI methods applied to medical images.

AI is more of a conceptual term, comprising the ability of 
machines to mimic human cognition and behavior. Machine 
learning (ML) and deep learning (DL) are implementations 
of computational methods (i.e., algorithms) that analyze 
data and induce models describing certain properties of this 
data, allowing for future predictions on new sets of data. 
Thus, ML and DL can be defined as computational systems 
that learn over time based on experience. The distinction 
between ML and DL can be made based on the complexity 
of the network that is used to extract features from the data; 
in turn, this is related to the complexity of the data itself. 
For regression or classification of simple numerical data, 
ML typically suffices; for analyzing large sets of imaging 
or other complex data, DL is warranted. Therefore, the cur-
rent focus in medical research, especially in radiology, is 

primarily on DL applications. A particular type of DL based 
on convolutional neural networks (CNNs) has shown wide 
applicability on imaging data, as it can be used to extract a 
wide array of features by passing an input image through 
several filtering layers, conceptually similar to how the 
human visual system works.

How ML/DL systems ‘learn’

The basic concept of ML/DL is that input data (e.g., num-
bers, text, images) are coupled to a particular type of out-
put, which can also be of any shape or form, e.g., a yes/no 
answer, a categorical description, an image, etc. Input and 
output are connected through a model that provides the best 
possible prediction of an output for any given input. The 
model is established in several repeated steps, which is the 
‘learning’ aspect of ML/DL; by adjusting the weights in the 
model and evaluating the expected vs. actual output during 
each cycle, the predictive power of the model improves. A 
distinction can be made between supervised, reinforcement 
or unsupervised learning [2]. In supervised learning (Fig. 1, 
which is the most relevant type for radiological applications, 
the ML/DL model is ‘trained’ using a dataset that is labeled; 
in other words, the expected output is known and the algo-
rithm determines a model with the highest predictive power 
based on this training data. Unsupervised learning implies 
that the expected output is not known, but that there is a 
notion of having particular subgroups or correlations within 
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complex datasets; applications in medicine are somewhat 
difficult to conceive, as there is typically always a particular 
task in mind (e.g., diagnosis), which would make super-
vised learning more suitable. Reinforcement learning is 
in-between supervised and unsupervised learning, as it is 
based on a reward system without prior knowledge by the 
AI system of the required output [3]. Typical applications in 
medicine involve situations where exact labeling of data is 
not feasible due to the absence of a ground truth, or when a 
pre-trained model using supervised learning undergoes fur-
ther testing on new data under supervision of clinical experts 
that verify the model output.

It is expected that AI will evolve into an integral and 
essential part of a radiological workflow in numerous ways. 

Each link in the imaging chain, i.e., image acquisition, image 
reconstruction and processing, radiological analysis and 
reporting, and storage can benefit from the computational 
power and versatility of AI. Already, several subfields of 
medical imaging have explored specific applications of AI 
[4–9]. The following section will focus on selected appli-
cations in dental radiology. It is not intended to cover all 
applications, nor all previously published work for any given 
application. For a more in-depth review of the currently 
available literature, refer to the overview by Hwang et al. 
[10] and the systematic review by Hung et al. [11].

AI and DL in dental imaging

Diagnostics

One of the major potential roles of AI in radiology is in the 
diagnosis of pathology. It has been shown that a well-trained 
AI model could reach or even surpass the performance of 
human observers. It could therefore be considered for more 
obscure lesions that could easily be missed by a clinician, or 
as a ‘first pass’ analysis with the aim of saving radiological 
interpretation time by highlighting potential pathology that 
warrant further investigation.

A recent review by Hwang et al. identified 25 studies 
that used DL in dental imaging, with convolutional neu-
ral networks used as the predominant component of the 
DL model in all studies [10]. Whereas initial research in 
this field often involved a rather limited training dataset, 
they noted an increase in the median size of training data in 
recent studies, indicating the increasing efforts being made 
in recent years in this field.

Poedjiastoeti and Suebnukarn investigated the use of 
CNNs in the diagnosis of ameloblastomas and keratocystic 
odontogenic tumors on panoramic radiographs, visualiz-
ing the output of the CNN as a heatmap that flags potential 
regions of interest (Fig. 2) [12]. The sensitivity, specificity 
and accuracy were nearly identical between the CNN and 
oral and maxillofacial surgeons, whereas the ‘interpretation 
time’ was 38 s for the former vs 23.1 min for the latter. 
Murata et al. evaluated CNNs for the detection of maxillary 
sinusitis on panoramic radiographs [13]. The AI’s perfor-
mance was slightly worse compared with experienced radi-
ologists, but considerably higher than that of dental residents 
(Fig. 3).

An application for which ML and DL may result in vastly 
superior performance compared with clinical observers is 
the early detection of osteoporosis. This could be done 
indirectly by extracting a large series of features from an 
image (e.g., cortical width, fractal dimension on a pano-
ramic radiographs) and combining this with demographic 
data and other patient-specific factors to predict the onset of 

Fig. 1   Supervised vs. unsupervised vs. reinforcement learning. Top: 
in supervised learning, the data are labeled (e.g., presence/absence 
of lesion), and used for training a machine/deep learning (ML/DL) 
model. Middle: unsupervised learning is typically applied for cluster-
ing, in which a set of unlabeled data are split up into groups using 
ML or DL. Bottom: reinforcement learning involves a feedback loop, 
in which predictions from a, typically pre-trained, ML/DL model are 
verified by human experts
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osteoporosis (in which ML suffices). Alternatively, through 
the use of CNNs or other algorithms, abstract features can be 
extracted from an image (DL). Using the former approach, 
Kavitha et al. developed a classification system that resulted 
in an accuracy of 96% vs. lumbar spine bone mineral density 
(BMD) and 98.9% vs. femoral neck BMD [14]. Using the 
latter approach, Chu et al. showed an overall accuracy of 
90% for a DL network that combined 8 regions of interest 
on panoramic radiographs [15].

Other studies have focused on the diagnosis of pathology 
on intra-oral radiographs. Applying CNNs in the detection 
of periodontally compromised teeth (PCT) on 1740 peri-
apical radiographic images, for premolars and molars, the 
total diagnostic accuracy was 81.0% and 76.7%, respectively, 
showing the highest diagnostic accuracy for severe PCT 
(Fig. 4) [16]. Krois et al. evaluated CNNs for the evaluation 
of periodontal bone loss, showing a lower sensitivity, but 
higher specificity compared with dentists (Fig. 5) [17].

Fig. 2   Convolutional neural networks for tumor diagnosis on pano-
ramic radiographs. Heat maps indicate regions marked by the AI as 
having potential pathology in red/yellow. Left: patient with multi-
locular cystic radiolucency at the right angle of the mandible. Right: 

patient with a unilocular cystic radiolucency at the left angle of the 
mandible.  Reproduced from Poedjiastoeti and Suebnukarn under a 
Creative Commons Attribution Non-Commercial License [12]

Fig. 3   Left: regions of interest used for AI-based detection of max-
illary sinusitis on panoramic radiographs. Right: comparative diag-
nostic performance of the AI system vs. experienced radiologists and 

dental residents.  Adapted from Murata et al. with permission by the 
Japanese Society for Oral and Maxillofacial Radiology and Springer 
Nature Singapore [13]
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Studies focusing on AI-based diagnosis in dental CT 
and CBCT are scarce as of yet, which could be attributed 
to the higher complexity of 3D images as well as practi-
cal difficulties in gathering a large training dataset and 
appropriate labels (i.e., ground truth used during training). 
Johari et al. applied a neural network to both intra-oral 
and CBCT images for the diagnosis and vertical root frac-
tures, finding a high sensitivity for both modalities but a 
much higher specificity for CBCT [18]. Ariji et al. used a 
CNN for the detection of cervical lymph node metastasis 
in contrast-enhanced CT images of oral cancer patients, 
showing no significant difference with the performance 
of radiologists (CNN AUC 0.80, radiologists AUC 0.83) 
[19], however, it can be assumed that the time for radio-
logical reporting was much shorter for the CNN than for 
the radiologists.

Forensics

Forensic analysis is ideally suited for AI, owing to the feasi-
bility of having vast databases of labeled data available for 
the training of neural networks or other types of ML and DL 
techniques. Several forensic applications can be conceived. 
In the context of age estimation, De Tobel et al. explored 
the use of CNNs in the staging of mandibular third molars 
on panoramic radiographs (Fig. 6), showing a mean accu-
racy of 0.51 and a mean absolute difference with the ground 
truth of 0.6 stages [20]. Indirect (through staging) or direct 
age estimation accuracy using AI is expected to increase 
considerably as CNN-based techniques are applied on large 
datasets. Other forensic applications include, but are not lim-
ited to, matching post-mortem images with medical records, 
reconstructing facial features based on imaging and genetic 

Fig. 4   Detection of periodontally compromised teeth (PCT) using convolutional neural networks.  Reproduced from Lee et al. under a Creative 
Commons Attribution Non-Commercial License [16]

Fig. 5   AI-based detection of periodontal bone loss on intra-oral radi-
ographs. Top row: selected true positive radiographs. Bottom row: 
selected true negative radiographs. Numbers above each image depict 

the probability (0–1) of bone loss as determined by the AI.  Adapted 
from Krois et al. under a Creative Commons Attribution 4.0 Interna-
tional License [17]
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data, and detecting and analyzing potential trauma or other 
aberrations.

Image processing

AI can serve an important role in types of image process-
ing that are cumbersome or time-consuming for human 
observers, or for which other automatic processing meth-
ods show inadequate performance. A principal example is 
the segmentation of 3D models of bones and/or teeth on 
CBCT scans for surgical planning. Segmentation accu-
racy in CBCT using conventional thresholding is severely 
affected by the instability of grey values, which cannot be 
reliably calibrated as Hounsfield Units [21]. Using ML/
DL techniques, this limitation can be overcome and accu-
rate, fast and robust bone/teeth segmentation can become 

feasible. One challenge in the training of models for seg-
mentation is having highly accurate ground truth data. 
Another type of segmentation is landmark identification on 
2D or 3D images, which could be facilitated using a well-
trained DL model [22]. Applications in dentistry include 
tooth numbering on intra-oral radiographs (Fig. 7) [23] 
and panoramic radiography [24]. Furthermore, automated 
cephalometric landmark identification has been researched 
extensively [11], and is likely to become the first widely 
used dental ‘AI’ application in clinical practice. Further-
more, with the increasing use of 3D and multi-modal 
imaging (e.g., CT, MRI, nuclear medicine and molecular 
imaging), the use of DL in image registration has been 
explored [25] in order to match anatomical, diagnostic and 
functional information, or to match images acquired at dif-
ferent time points (e.g., pre- and post-operative).

Fig. 6   Using convolutional neural networks for tooth staging. Left: 
ten stages of human third molar development used in forensics. Right: 
pre-processing of panoramic radiograph by aligning the long axis and 

determining a bounding box, which serves as input for a convolu-
tional neural network.  Adapted from De Tobel et al. with the author’s 
permission [20]

Fig. 7   Sample images of challenging test cases that were correctly annotated by neural networks: (c1) implant restoration, (c2) restored crown 
and bridge, (c3) teeth without crowns.  Adapted from Chen et al. under a Creative Commons Attribution 4.0 International License [23]
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Image reconstruction

Deep learning has shown great potential in improving CT (or 
CBCT) reconstruction. Strictly speaking, this is not an AI 
application, as the DL model does not replace a human func-
tion. Currently, the most common reconstruction technique 
is based on filtered backprojection (FBP), which is fast but 
prone to several reconstruction errors that lead to artifacts. 
Alternative reconstruction techniques, under the group name 
iterative reconstruction (IR), can incorporate artifact reduc-
tion and provide excellent image quality even at very low 
doses, but can be excessively time-consuming. Deep learn-
ing can be incorporated either in FBP or IR, for example 
by pre-processing the RAW data or by post-processing a 
reconstructed scan. Depending on the implementation and 
the nature of the training data, DL can be applied for noise 
reduction, artifact reduction, or other image quality enhance-
ments (Fig. 8) [26]. One of the main benefits of DL over 
advanced IR is that the former does not significantly increase 
reconstruction time, as a trained (neural/other) network can 
be applied to RAW or reconstructed data at a very high 
data throughput. The main challenge for this application is 
the generation of suitable training data, which may require 
accurate CT simulation [27] or the acquisition of high-dose 
reference scans [26].

Conclusion

AI in dentistry, using ML and/or DL, has shown tremendous 
promise for a wide variety of applications. It can be expected 
that AI will become part of the clinician’s toolset in the very 
near future, although this will typically require extensive 
pre-clinical and clinical research to ensure the robustness 
of the AI models. Furthermore, responsibilities regarding 
the ethical aspects of AI need further discussion between 
the different stakeholders. Specific issues that should be 
addressed are:

1.	 The handling and sharing of large sets of (clinical) train-
ing data by researchers and AI developers, which should 
adhere to current local regulations on data protection 
(e.g., European Union’s General Data Protection Regu-
lation 2016/679).

2.	 The approval of newly developed AI tools for clinical 
testing and commercial distribution by local governmen-
tal bodies, which should undergo the same scrutiny as 
any other diagnostic test (e.g., CE marking as Class IIb 
Medical Device)

3.	 Revisiting the responsibilities of the different role-play-
ers in the diagnostic process. In case of misdiagnosis 
involving an AI tool, the blame could be passed to the AI 
developer, the oral radiologist (if applicable) and/or the 

dental practitioner. It is more than likely that a separate 
set of unambiguous regulations need to be developed to 
define responsibilities in the diagnostic use of AI.

A recent joint statement by several European and 
North American societies addresses the ethical use of AI 
in radiology in more depth [28]. The key points were the 
maximization of benefit at minimal harm, transparency, 
continued accountability of human stakeholders, and the 
need to develop codes of ethics and practice. Due to sev-
eral unique aspects of dentistry (e.g., wide array of dental 
treatments with varying potential morbidity, oral radiol-
ogy not recognized as a specialty by several countries), it 
can be recommended that dental associations develop a 
specific statement regarding the current and future use of 
AI in dentistry.

Fig. 8   Artifact correction in low-dose dental CT. Left (a, b, c): origi-
nal scan. Right (d, e, f): after processing using a type of generative 
adversarial network. Arrows highlight the improved depiction of fine 
anatomical details. Processing time was 0.18  s per image.  Adapted 
from Hu et al. with permission from John Wiley and Sons [25]
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